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Abstract. The natural distribution of textual data used in text classi-
fication is often imbalanced. Categories with fewer examples are under-
represented and their classifiers trained on the datasets transformed to
bag-of-words representations or basic topic modeling transformations of-
ten perform far below a satisfactory level. We tackle this problem using
a two-pass non-negative matrix factorization algorithm. This approach
finds topics for each category independently allowing to better define
topics for underrepresented categories. The results are analyzed from
multiple goal perspectives - H-loss, accuracy, F-measure, precision, and
recall, from the micro, macro and example-based aspect since each is
appropriate in different situations. Through experimental validation, it
is shown that the two-pass matrix factorization improves classification
results achieved using bag-of-words representations.
Keywords: topic modeling, matrix decomposition, multi-label text clas-
sification

1 Introduction

1.1 Problem setting

Multi-label classification is a predictive data mining problem which is applicable
to a wide variety multiple real-world problems, including the automatic labeling
of many resources such as texts, images, music, and video [1–5].

One of the most popular problems in this domain is text categorization (text
classification), organizing text documents into several not mutually exclusive
categories. The algorithms used for multi-label classification can be grouped
into two classes: discriminative algorithms and generative modeling algorithms.
The discriminative algorithms extend single-label algorithms so they can han-
dle multi-label data. Excellent reviews with comparisons of discriminative algo-
rithms are presented in [6, 7] The generative modeling algorithms model multi-
label collections via the Bayes rule.According to [8–10] supervised topic models
have become one of the leading generative modeling algorithms. Both classes of
algorithms have their own disadvantages. The discriminative algorithm is often
prone to over-fitting and highly skewed datasets, while the generative modeling
algorithm may ignore some obvious observed features. Combining two classes of
algorithms allows to pursue more robust algorithms.



Instead of applying multi-label classification algorithms directly to the bag-
of-words representations of document collections, in this paper we propose a two
pass matrix decomposition approach based on non-negative matrix factorization
(NNMF), which captures topics in a corpus of documents. The algorithm was in-
troduced in [11] in the context of dynamic topic modeling. The two-pass matrix
decomposition approach is an unsupervised technique for topic modeling, that
can automatically identify topics for each category/label independently, thus, it
is able to identify topics even from underrepresented categories. Representing
texts according to their topic distributions is more compact than bag-of-words
representation and can be processed faster than raw text in subsequent auto-
mated processes.

By using the transformed topic mixture proportions as a new representation
of documents, we obtain an unsupervised dimensionality reduction algorithm
that uncovers the latent structure in a document collection while preserving
predictive power for the problem of classification. We demonstrate the proposed
approaches applicability by analyzing news articles(Reuters) and scientific article
abstracts(BibTex).

The paper is organized as follows. Section 2 describes the proposed two-
pass algorithm. Measures for evaluation of topic models and classification are
described in Section 3. Section 4 provides information on the dataset used for
topic modeling. Information on the experimental setup, base classifiers parame-
ters and results of the application of the proposed algorithm to the dataset are
presented in Section 5. Section 6 provides a comparison of results obtained by
different classifiers using data represented as topic distributions obtained by the
two-pass approach with the bag-of-words data representations.Finally, Section 7
presents our conclusions.

1.2 Related Work

Two main approaches for solving multi-label classification problems can be iden-
tified: problem transformation methods and algorithm adaptation methods. The
former transforms the multi-label problem into a single-label multi-class prob-
lem that is solved with single-label classification algorithms, e.g., binary rel-
evance[12], classifier chains [13], random k-labelsets [14], and conditional de-
pendency network [15], whereas the latter consists of extending a single- label
algorithm so it can handle multi-label data, e.g., rank support vector machines
(SVMs) [16], multi-label C4.5 [17], multi-label k nearest neighbors [18], multil-
abel neural networks [19], CLR [4], HOMER [20] and ECC [21].

Learning from imbalanced data is a problem which arises in many real-world
datasets. Much progress has been made in developing learning algorithms deal-
ing with imbalance based on algorithmic adaptations [22, 23], the use of ensem-
bles [24] and resampling techniques [25–27]. One of the most deeply studied
approaches lately is dealing with imbalance using resampling methods. Among
the existing resampling techniques, those based on the creation of new samples
(oversampling) have shown to work better than others [28]. The new samples
can be clones of existent ones, or be synthetically produced as in MLSMOTE



(MultiLabel Synthetic Minority Over-sampling Technique) [29]. Multilabel over-
sampling algorithms based on the cloning approach proposed in [25, 26] demon-
strate the approaches capability to improve classification results. In [27] a new
multi-label learning approach named cross-coupling aggregation (COCOA) is
proposed which is aimed at leveraging the exploitation of label correlations as
well as the exploration of class-imbalance.

We have selected the following well-known and widely used methods from the
literature for our benchmark comparison: Binary Relevance, Classifier Chains,
ML-kNN, RAkEL and propose our own approach to dealing with unbalanced
datasets.

2 Approach

2.1 Background

Non-negative matrix factorization (NNMF) is a matrix decomposition approach
which decomposes a non-negative matrix into two low-rank non-negative matri-
ces [30]. The main difference between NNMF and other classical matrix decom-
position methods relies on the non-negativity constraints imposed on the model.
These constraints tend to lead to a parts-based representation of the data be-
cause they allow only additive, not subtractive, combinations of data items. In
this way, the factors produced by this method can be interpreted as parts of the
data or, in other words, as subsets of elements that tend to occur together in
sub-portions of the dataset.

Formally, non-negative matrix decomposition can be described as: V ≈WH
where V ∈ Rm×n is a positive data matrix with m variables and n objects,
W ∈ Rm×k are the reduced k basis vectors or factors, and H ∈ Rk×n contains the
coefficients of the linear combinations of the basis vectors needed to reconstruct
the original data.

In the context of text analysis, for example, matrix V can be represented
as a Document-Term matrix, where m is the number of documents and n the
number features, matrix W represents a Document-Topic matrix, and matrix H
- the Topic-Term matrix.

2.2 Two-pass topic modeling algorithm

First of all, for the purposes of the present paper the following definitions are
used. The entire collection is divided into subsets of documents each containing
a specific label, hereinafter ”label subset”. The label subsets may overlap, since
each document may have several labels. Each document may reflect one or more
topics. Each topic is represented by its top-terms. Top-terms are terms that have
the highest frequency (on average) in those documents that contain the topic.
The number of top-terms for all topics, regardless of the category label, is the
same and is assigned by the user (for example, 5, 10, 20, etc.). When applying
matrix decompositions to each label subset the user must specify the number of



topics. One of the quality measures that allows us to choose the best number of
topics is the so-called coherence measure [31–34].

When applying topic modeling to the entire collection, the algorithms prove
to be insensitive to the topics reflected only by a small fraction of the documents,
which is the typical for multi-label classification tasks. The main hypothesis of
our approach is that independently modeling topics for subsets of documents for
each label and subsequently aggregating the found topics into one matrix allows
capturing the underrepresented topics in the collection. In the case of multi-
label classification, due to the fact that subsets of documents for each label may
overlap, reapplication of the matrix decomposition to the aggregated matrix
allows to combine topics that are common for several labels. This reapplication
of the matrix decomposition reduces the dimensionality of the data, which allows
to reduce computation costs.

The approach is represented by the following algorithm:
First pass. NNMF is applied to each label subset. As a result, for each label

a set of k topics is obtained, where k is defined by the user. Topics are described
by a user-specified number of top-terms t and a set of all related documents.

Data Transformation. Using the topic models obtained after the first pass
we construct a new compressed representation, looking through the rows of each
Topic-Term matrix of each label topic model. Each row contains weights of all
the terms of a particular topic of the label topic model under consideration. We
construct the new Topic-Term matrix with two subsequent procedures:

(1) In each topic from each label topic model, the top-t terms are taken from
the appropriate topic-term matrix, all weights for the remaining terms
are set to 0.

(2) The obtained vectors for all label topic models are combined into one
matrix.

Second pass. NNMF is re-applied to the transformed data, outputting a set
of more general topics, each of which has a set of label topics associated with
it. By applying matrix decompositions in this step, we identify k′ general topics
that potentially include topics from several labels . The number of general topics
k′ to be found in this step is specified by the user.

The matrix has the size m × n, where m is the total number of topics in
all label models, and n is the subset of the terms remaining after the data
transformation. By using only the top-t terms in each topic we include only the
terms that were important in any label and exclude the terms that never figured
in any label topic.

3 Quality of classification

3.1 Measures for evaluation of topic modeling

Coherence measures evaluate the interpretability of the automatically generated
topics and find the best number of topics. The higher the coherence score, the



better the topic model. The most widely used coherence measures to determine
the optimal number of topics in each time window and the optimal number of
dynamic topics, such as UCI [31], NPMI [32], Cv [33]. But according to [34]
the TC-W2V [34] measure outperforms them.

The TC-W2V score uses the widely known word2vec tool [35] to create term
vectors. In this paper we have used the Skip-gram algorithm, which predicts
context words based on the current word, for estimating word representations
in a vector space. The coherence of a topic represented by its t-ranked terms
is determined by the mean pairwise cosine similarity between t corresponding
vector-terms in the word2vec space:

coh(th) =
1(
t
2

) t∑
j=2

j−1∑
i=1

cos(wvi, wvj).

A general evaluation of the coherence of a topic model T , consisting of k
topics, is determined by the mean of individual topic coherence scores:

coh(T ) =
1

k

k∑
h=1

coh(th).

3.2 Measures for evaluation of classification

Performance evaluation for multi-label learning systems differs from that of clas-
sical single-label learning systems. For example, a prediction could be partially
correct (some of the labels are correctly predicted), fully correct (all label pre-
dictions are correct), or fully incorrect (predictions for all labels are wrong). It is
essential to include multiple and contrasting measures because of nature of the
multi-label classification setting.

Metrics to evaluate bipartitions can be classified into two groups: label-based
and example-based. The example-based evaluation measures are based on the
average differences of the actual and the predicted sets of labels over all ex-
amples of the evaluation dataset. The label-based evaluation measures, on the
other hand, assess the predictive performance for each label separately and then
average the performance over all labels.

Two different label-based approaches can be used: macro and micro. Micro
averaged scores give equal weight to every example and tend to be dominated
by the performance in most common categories. Macro averaged scores give
equal weight to every category, regardless of its frequency and is more influenced
by the performance on rare categories. The macro approach is used when the
system is required to perform consistently across all classes regardless of the
frequency of the class (i.e., in problems where distribution of training samples
across categories is skewed), whereas the micro approach may be better if the
density of the class is important.

In our experiments, we used five example-based evaluation measures (Ham-
ming loss, accuracy, precision, recall, F1 score) and six label-based evaluation



measures (micro-precision, micro-recall, micro-F1, macro-precision, macro- recall
and macro-F1).

4 Dataset Description

Since we are interested in evaluating the strengths and weaknesses of our ap-
proach for different classification algorithms in a multi-label text classification
context, we decided to use datasets with diverse characteristics. In our experi-
ments to ensure comparability with other works we used two popular benchmark
datasets (Reuters, BibTex) with textual data for evaluation and comparison.
These datasets come pre-divided into training and testing parts: thus, in the
experiments, we use them in their original format.

Reuters-21578 is one of the most widely used benchmarking collection for text
categorization problems [36]. The corpus consists of news articles that appeared
in the Reuters newswire in 1987. The BibTex dataset1 is a large collection of
scientific article abstracts tagged by users using 159 tags.

The obtained datasets have varying feature to label ratios and cardinality.
The key statistics for the mentioned datasets are presented in Table 1. Every

document from the dataset collections went through the following preprocessing
procedures:

– removal of stopwords
– removal of short words (less than 3 characters)
– lemmatization.

Also TF-IDF term weighting and document length normalization is applied to
the Document-Term matrices for each label subset.

Table 1: Dataset key characteristics

Dataset Labels Training Test Features Cardinality Average num.
of words per
document

Reuters 108(55) 7713 2987 8859 1.22 162

BibTex 159 4880 2515 1836 2.40 60

5 Experiments

5.1 Experimental setup

Word2vec models and non-negative matrix factorization has been carried out
using the gensim2 and sklearn3 Python libraries. The comparison of the multi-
label learning methods was performed using the implementations in the following

1 The dataset can be downloaded at: http://mulan.sourceforge.net/datasets.html
2 https://radimrehurek.com/gensim/
3 http://scikit-learn.org/



library: scikit-multilearn. Scikit-multilearn is a BSD-licensed library for multi-
label classification that is built on top of the well-known scikit-learn ecosystem.

5.2 Base Classifiers

To ensure comparability with other works we used the same parameter values
recommended by the authors of the following papers [13, 6] or by the authors of
other relevant publications.

The methods used in the mentioned papers use SVMs as base classifiers for
solving the partial binary classification problems in all problem transformation
methods and the ensemble methods.

In particular, [6] used the implementation based on libsvm for training SVMs
with a linear basis, but in [6] the authors trained SVMs with a radial basis ker-
nel for all problem transformation methods and RAkEL. The kernel parameter
gamma and the penalty C, for each combination of dataset and method, are
determined by using 10-fold cross validation only on training sets. As proposed
by the authors the values 2−15, 2−13, ..., 21, 23 were considered for gamma and
2−5, 2−3, ..., 213, 215 for the penalty C.

The number of neighbors in the ML-kNN method for each dataset is deter-
mined from the values 6 to 20 with step 2.

The number of models in RAkEL is set to min(2Q, 100), where Q is the
number of labels for all datasets, the size of the label-sets k is set to half the
number of labels (Q/2) [14]. The ensemble iterations (where relevant) are set to
m = 50.

The best parameters are determined for every method on each dataset.

5.3 Topic Modeling

To find the optimal number of topics for each label and the optimal number of
general topics for each dataset using the two pass algorithm a user-specified num-
ber of top-terms used to determine the coherence of obtained topics is needed.

Due to the fact the average number of words per document in the Reuters
dataset is quite high, the top-terms parameter has been set to n = 10 words. For
the BibTex dataset, where the average number of words per document is signifi-
cantly lower, the number of top-terms chosen for finding the optimal number of
topics per label has been set to n = 5.

Depending on the number of top-terms after the first pass of the proposed
approach we obtain an aggregated Topic-Term matrix for each dataset, which
can be used for reducing the dimensionality of the initial dataset. Finding topics
for each label independently results in overlapping topics for two or more labels.
During the second pass of the proposed approach such topics are combined into
more general topics, reducing the dimensionality of the data even further. Thus,
for the Reuters dataset we have reduced the number of intial features from 8859
to 100, and from 1836 to 280 for the BibTex dataset. The number of features
after each pass of the proposed algorithm is shown in Table 2



Table 2: Number of features after each step of the two-pass approach
Reuters BibTex

Initial Num. of Features 8859 1836

First Pass.
Num. of Aggregated Topics 323 1088

Second Pass.
Num. of General Topics 100 280

After obtaining the general topics vectors found in the document collection,
the training set is transformed using non-negative matrix factorization, solving
the following problem: Given a non-negative matrix, find non-negative matrix
factors W and H such that: X ≈WH.

We apply NNMF to the initial Document-Term matrix obtained for the train-
ing set using the precomputed General Topic- Term matrix found by the two-
pass approach as H. As output we get W - the Document-General Topic matrix,
which will be used as input for the classification task.

6 Classification Results

In this paper the classifiers are applied to data representations obtained after
the two-pass NNMF algorithm and compared to the baseline. As the baseline
we have chosen classifiers trained on bag-of-words data representations (BL1 -
[13], BL2 - [6]). Classifiers are evaluated by their performance when applied to
the test set from the corresponding dataset.

Results in terms of H-Loss and example-based Accuracy, Precision, Recall
and F-measure are shown in Table 3 with the appropriate baseline values where
possible. Since in multi-label classification different evaluation measures are ap-
propriate in different tasks it is expected that a method may not outperform
others in all measures. Table 4 gives the precision, recall and F1 scores using
micro averaging, while Table 5 gives the corresponding values obtained by macro
averaging along with the appropriate baseline values where possible.

As for the Reuters dataset, one can see a significant increase in the values
of H-loss and example-based measures for all methods when using the two-pass
NNMF approach. RAKEL performs best according to the four example-based
evaluation measures, but BR performs best according to H-loss.

As for the BibTex dataset, the proposed approach performs better than the
baseline only when using ML-kNN classifier according to all the used evaluation
measures except for micro-precision. Though when comparing the evaluation
measures obtained by ML-kNN with values obtained by other measures, it can
be seen that the latter perform better.

It can be seen that the overall performance achieved on the Reuters dataset
is higher than on the BibTex dataset. This could be explained by the fact that
the texts in the Reuters dataset are longer and more suitable for topic modeling.
Learning topics from short texts is considered to be a challenging problem due



to the severe sparsity of Document-Term data matrix, since the texts in BibTex
dataset are very short(60 words per document on average), the obtained topics
may be of low quality.

Table 3: Comparison of classification results using BoW and two-pass NNMF
input transformation

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

H-Loss 0.011 0.008 0.011 0.009 - 0.009 0.011 0.009

Accuracy 0.319 0.727 0.387 0.753 - 0.728 0.337 0.785

Precision - 0.807 - 0.820 - 0.792 - 0.855

Recall - 0.811 - 0.811 - 0.781 - 0.841

F1 0.222 0.799 0.250 0.808 - 0.779 0.233 0.840

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

H-Loss 0.012 0.018 0.012 0.023 0.014 0.014 - 0.017

Accuracy 0.194 0.112 0.202 0.101 0.056 0.080 - 0.126

Precision 0.515 0.371 0.508 0.320 0.254 0.277 - 0.372

Recall 0.373 0.362 0.378 0.369 0.132 0.170 - 0.299

F1 0.433 0.344 0.434 0.316 0.174 0.193 - 0.304

Table 4: Comparing classification using BoW with two-pass NNMF input trans-
formation micro P,R,F1

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

Precision 0.863 0.821 0.835 0.828

Recall 0.751 0.745 0.711 0.775

F1 0.803 0.781 0.768 0.800

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

Precision 0.753 0.39 0.744 0.291 0.819 0.585 - 0.425

Recall 0.328 0.328 0.335 0.338 0.118 0.147 - 0.260

F1 0.457 0.357 0.462 0.313 0.206 0.235 - 0.323



Table 5: Comparing classification using BoW with two-pass NNMF input trans-
formation macro P,R,F1

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

BL1 2-Pass
NNMF

Precision - 0.667 - 0.550 - 0.629 - 0.594

Recall - 0.416 - 0.368 - 0.346 - 0.434

F1 - 0.474 - 0.420 - 0.416 - 0.477

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

BL2 2-Pass
NNMF

Precision 0.528 0.274 0.539 0.236 0.192 0.240 - 0.265

Recall 0.250 0.243 0.257 0.252 0.049 0.071 - 0.169

F1 0.307 0.229 0.316 0.222 0.065 0.096 - 0.195

7 Conclusions

In this paper, we present an algorithm based on two-pass NNMF for data trans-
formation to improve classification results for multi-label learning with unbal-
anced classes. The proposed approach is able to identify topics even from under-
represented categories. We evaluate the most popular methods for multi-label
learning using a wide range of evaluation measures on two widely used bench-
mark datasets containing textual data. We compare our results to those obtained
for bag-of-words representations. Our proposed topic based classifier system is
shown to be competitive with existing text classification techniques.

Through experimental validation, it is shown that representing texts accord-
ing to their topic distributions using the proposed two-pass approach improves
classification results achieved using bag-of-words representations for longer texts
such as news articles. As for shorter texts, such as abstracts for scientific arti-
cles, there is no significant increase in performance, but the achieved results are
comparable to those obtained for bag-of-words data representations. This could
be explained by the topic modeling nature of the proposed algorithm, as topic
modeling of short texts is a problem yet to be tackled and simple matrix decom-
position as NNMF used in this paper may not be able to obtain topics of high
quality for short texts. Overall, representing texts according to their topic distri-
butions is more compact than bag-of-words representation and can be processed
faster than raw text in subsequent automated processes.
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