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Abstract. In this paper, we present a deep learning based system for
the user profiling and stance detection tasks in Twitter. Stance detection
consist of automatically determining from text whether the author is in
favor of a given target, against this target, or whether neither inference
is likely. The proposed system assembles Convolutional Neural Networks
and Long Short-Term Memory neural networks. We use this system to
address, with minor changes, both problems. We explore embeddings and
one-hot vectors at character level to select the best tweet representation.

We test our approach in the Stance and Gender Detection in Tweets on
Catalan Independence track proposed at IberEval 2017 workshop. With
the proposed approach, we achieve state-of-the-art results for the Stance
detection subtask and the best results published until now for the Gender
detection subtask.
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1 Introduction

In recent years, Sentiment Analysis and Opinion Mining have aroused great
interest in the natural language processing community. Sentiment Analysis con-
sists of determining the polarity (positive, negative or none) expressed in a text.
In addition, the use of social networks to express opinions on any topic has also
become widespread. Both facts have facilitated that workshops on Sentiment
Analysis on Twitter have attracted the interest of a large amount of research
groups.

SemEval workshop has devoted several tasks to the analysis of sentiments on
Twitter at different levels in which the English and Arabic languages have been
involved [18], [19]. Also, for the Spanish language, within the conference of the
SEPLN (Spanish Society for Natural Language Processing), TASS workshop has
organized several tasks on Sentiment Analysis on Twitter in last years [5], [11].

However, to determine the stance of group of people about a certain target,
it is not enough to know if the opinions are positive or negative. To determine
which opinion is the majority, it is necessary to know if the users are in favor
or against the target. Note that a positive opinion is different than an opinion
in favor, given that you can express positive opinions but against a target; for
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example, by praising the opposite position. Stance detection consist of automat-
ically determining whether the author is in favor of the given target, against the
target, or whether neither inference is likely. Sentiment Analysis can be done in
a general way, but to carry out Stance detection properly, it is needed to know
the target on which users express their opinions.

Moreover, knowing what type of users are participating in the discussion has
great interest to conduct an adequate study of the opinions. In this regard, the
goal of Author Profiling is to determine, from text, some characteristics of the
author of that text. The most common characteristics that must be determined
are gender and age.

Different international competitions have recently shown interest in Stance
detection and Author Profiling: the task 6 at SemEval-2016 (Stance on Twit-
ter)[14] that uses tweets in English and the Author Profiling task at PAN@CLEF
2016 [20] that uses texts written in English, Spanish, and Dutch extracted from
several social networks.

Within the framework of the 33th conference of the SEPLN, it was organized
the IberEval workshop that was dedicated to promoting the development of
Human Language Technologies for Iberian languages. One of the share tasks
proposed at IberEval was the Stance and Gender detection in Tweets on Catalan
Independence (StanceCat)[23]. The aim of this task is to detect the author’s
gender and his/her stance with respect to the ”independence of Catalonia” in
tweets written in Spanish and Catalan.

In this paper, we present a system to address both Stance detection and User
Profiling subtasks proposed at StanceCat task using the tweets written in Span-
ish. The system is based on the sequential representation of the tweets as input
to a two-layer Convolutional Neural Network (CNN) [4] assembled with a final
Long Short-Term Memory (LSTM) neural network [8]. Thus, it computes long-
term relationships in the recurrent sub-network from short-term relationships
computed in the convolutional sub-network.

A development phase was carried out to select the representation of the tweets
that maximized the evaluation measure. The final representation was based on
one-hot vectors at character level. Using the system described in this work, we
achieve state-of-the-art results for the Stance detection subtask and the best
results published until now for the Gender detection subtask for the Spanish
language.

The rest of this paper is organized as follows. Section 2 presents Stance-
Cat task and the corpus used in this paper. In Section 3, we present a short
description of the system developed. Section 4 presents the experimental work
conducted in this paper. Finally, in Section 5, we present some conclusions and
the future work.

2 StanceCat at IberEval 2017

One of the tasks proposed in the 2017 edition of the IberEval workshop and
in which more researchers participated was the StanceCat (Stance and Gender
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detection in Tweets on Catalan Independence) task. This task had a double
objective. On the one hand, to determine the gender of the author of the tweet
and on the other hand to determine the stance of the author, expressed in the
tweet, with respect to the independence of Catalonia.

The StanceCat organizers acquired a corpus of 10800 tweets -5400 written in
Spanish and 5400 written in Catalan- published between September and Decem-
ber 2015. All the tweets include the hashtag #Independencia or #27S to ensure
that the target was the Catalan Independence. The corpus is labeled in terms
of the gender of the author of each tweet (MALE or FEMALE) and in terms
of the stance of the author respect to the independence of Catalonia (FAVOR,
AGAINST, or NONE).

Although corpus includes tweets in Spanish and Catalan, we have only used
those written in Spanish language. Table 1 shows the number of samples per
each label in the Spanish subset of the StanceCat corpus. Note that the corpus
is unbalanced in terms of Stance detection, being a clear bias between AGAINST
and NONE with respect to FAVOR, that only represents the 7.8% of the samples.
However, this unbalance does not occur in the Gender detection subtask where
both labels are equally represented both in the training and the test sets.

Table 1. Number of samples per label in the Spanish subset of the StanceCat corpus.

Training set Test set
MALE FEMALE Total MALE FEMALE Total

FAVOR 190 145 335 48 36 84

AGAINST 753 693 1446 188 173 361

NONE 1216 1322 2538 305 331 636

Total 2159 2160 4319 541 540 1081

The official evaluation measure for the Stance detection subtask was the
macro-average of F1(FAVOR) and F1(AGAINST), without taking into account
the NONE label. For the Spanish subtask, a total of 31 runs were submitted
by ten participating teams. The results ranged from 48.88 to 19.06. The best
result was obtained by the iTACOS [10] team with 48.88 of macro-averaged F1.
They used Support Vector Machines (SVM) as classification paradigm. One of
the aspect to be highlighted of the iTACOS proposal is the features selection
process. They define three types of features: stylistic features, structural features,
and context features including the text of the webs linked in the tweet.

Regarding the Gender detection subtask, the official evaluation measure was
the Accuracy. For the Spanish subtask, a total of 19 runs were submitted by
five participating teams. The results ranged from 68.55 to 47.64. The organizers
proposed a baseline based on the Low Dimensionality Representation approach.
The best result was achieved by the ELiRF-UPV [6] team with 68.55 of Accuracy
which was the only one team that exceeded the baseline. The ELiRF-UPV team
tested several classification paradigm but the best result was obtained when
using SVM with bag-of-1grams and bag-of-2grams at character level.
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More details about the task, the corpus, and the participants can be found
in the review carried out by the task organizers and published in the IberEval
workshop proceedings [23].

3 System Description

In this section we describe the main characteristics of the developed system to
the Stance and Gender detection in Spanish tweets on Catalan Independence
(StanceCat) task. This description includes the tweets preprocessing, their rep-
resentation, and the system architecture.

3.1 Preprocessing and Representation of the Tweets

As a previous step, we performed a preprocessing of the tweets. We removed
the accents and converted all the text to lowercase. Web links and numbers were
substituted by two generic tokens (URL and NUMBER, respectively). We main-
tained hashtags, emoticons and user mentions and they where not substituted
by a generic label as we did in previous works.

We tested several sequential representations of the tweets to model the or-
der among the different units considered. Specifically, we used the following
approaches:

– Embeddings (at word level): we considered a tweet x as a sequence of words,
x = x1, x2, ..., xn and we represented each word xi by means of its embedding
vector e(xi) ∈ Rdw, where dw is the dimension of the word embedding.

– One-hot vectors (at char level): we considered a tweet x as a sequence of
characters, x = x1, x2, ..., xn and we represented each character xi by means
of a one hot vector , v(xi) ∈ Rdc, where dc is the number of different charac-
ters in the corpus. To generate the one hot vectors, we only considered the
characters that appeared in the training set.

Using these two representations, we can contrast the semantic information
provided by the embeddings against the stylistic characteristics modeled by
means of the one-hot representation and select the more relevant representa-
tion to the Stance and Gender detection tasks.

Regarding embeddings, in previous works, we used Word2Vec models [12] [13]
trained with the Spanish Wikipedia. In this work, we pre-trained our embeddings
with 87 million tweets in Spanish. Our model is a skip-gram architecture. Each
row of the lookup table has 300 dimensions and we used negative sampling as
loss function.

Additionally, for the Stance detection task, we also used some emotion and
polarity Spanish lexicons combined with the embeddings. In this case, each word
xi of a tweet was represented as a concatenation of its embedding e(xi) with the
information of the lexicons l(xi). Specifically, these lexicons were:

– ElHPolar: a list of 1889 positive and 3301 negative words created from dif-
ferent resources [21].
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– ISOL: a list of 2509 positive and 5626 negative words developed from Bing
Liu’s Opinion Lexicon [2]. This lexicon was automatically translated and
manually reviewed [17].

– NRC Word-Emotion Association Lexicon: lexicon of 14182 words, automat-
ically translated into Spanish. It contains information on polarity (negative,
positive) and emotions (anger, fear, joy, sadness, disgust, trust, anticipation,
and surprise) [16] [15].

– MLSenticon: a lexicon composed of 11542 words that provides a polarity
estimate in the interval [-1, 1] [1].

3.2 System Architecture

We explored different models depending on the representation of the tweets.
This way, CNN [4] assembled with LSTM [8] were used to deal with sequential
representations of tweets.These models computes a representation based on long-
term relationships in the recurrent sub-network from short-term relationships
computed in the convolutional sub-network. Finally, using this representation, a
fully connected single-layer network with softmax activation functions computes
the outputs of the network.

Fig. 1. System architecture.

Figure 1 shows a general scheme of the whole model, where n is the maximum
number of elements in a tweet, d0 is the dimensionality of the representation of
each element, fi is the number of filters in the convolutional layer i, si is the
height of each filter in the layer i, L is the dimensionality of the output state of
the LSTM, and C is the number of classes of the task.

This model receives as input a tweet represented as a matrix M ∈ Rn·d0 ,
where d0 is denoted as dw at the word level, or dc at the character level. This
input is directly passed to a CNN composed of two convolutional layers. For
the Stance subtask, we set f1 = 8, f2 = 16 and s1 = s2 = 3. For the Gender
detection subtask, this parameters were, f1 = 128, f2 = 256, s1 = s2 = 3. In
both tasks padding was added in order to maintain the original number of rows.
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A MaxPooling layer, with a size = 2, was applied to the output of the last
convolutional layer. Later, a LSTM [8] was applied. For the Stance detection
subtask we used an LSTM with L = 64 and for Gender detection subtask we
used a Bidirectional LSTM [22] with L = 2 ∗ 128. Finally, in both cases, we used
the last output of the LSTM as input to a fully connected layer of C neurons,
whose function is to perform the classification task.

To speed up the convergence and favor a correct training of the models, we
used BatchNormalization [9] after each layer (including the input to directly
normalize the training data) for the Gender detection subtask. We used noisy
representations of training data, obtained after applying a Gaussian noise layer
with σ = 0.15, with the aim of improving generalization [7]. We used tanh acti-
vation functions after each normalized output with BatchNormalization except
in the last layer where a softmax activation function is used.

Finally, bucketing was used to train the models with variable length se-
quences. This allows us to build batches with representations of tweets that
shares the same number of rows. In addition, the buckets were unsorted. This
strategy was used both for reducing the training time and the over-fitting prob-
lem (similar to [3]).

4 Experimental Work

In this section we present the experimental evaluation of the systems introduced
in Section 3. We report the results achieved both on the tuning and test phases.

4.1 Tuning Phase

In order to select the best representation and the best model for each task, a
tuning process was performed. The training corpus provided by the organizers
of the task was split into two sets, a set with the 80% of the tweets for training
the model and the remaining 20% of the corpus was used as development set.
These partitions were the same for all the tuning process.

Faced with the impossibility of testing all combinations of models and rep-
resentations, only those combinations we thought that made more sense were
considered.

Table 2. Tuning phase results for the Stance detection subtask.

Representation (Ffavor + Fagainst)/2

Embeddings (Wikipedia) 51.84

Embeddings (Twitter) 52.19

Embeddings (Twitter) + Lexicons 51.08

One-hot (char level) 55.10

Table 2 shows the results on the development set for the Stance detection
task. It can be observed how the embeddings, both of Wikipedia and Twitter,
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behave worse than the One-hot representation. In turn, the addition of emo-
tion/polarity information through lexicons worsens the results.

Table 3. Tuning phase results for the Gender detection subtask.

Representation Accuracy (%)

Embeddings Twitter 70.13 ± 3.05

One-hot (char level) 80.90 ± 2.62

Table 3 shows the results on the development set for the Gender detection
task. It can be seen that, also in this subtask, the One-hot representation is the
one that obtains the best results.

4.2 Test Phase

Once the best representation of the tweets for each subtask was chosen, we tested
the final models on the official test set.

Table 4 shows the results achieved by the proposed system compared with
the best system at StanceCat competition.

Table 4. Results for the Stance detection subtask.

System (Ffavor + Fagainst)/2

Proposed system 46.37

Best system at StanceCat[10] 48.88

Although we can not overcome the best results of the competition team, we
achieved the third place in the competition. We carried out an study of the
performance of our system at class level. Table 5 shows this analysis in terms of
Precision, Recall, and F1 measure.

Table 5. Results at class level for Stance detection subtask.

Class Precision Recall F1

FAVOR 26.32 29.76 27.93

AGAINST 68.85 61.22 64.81

NONE 75.49 78.93 77.17

It can be seen that the worst results are obtained by the FAVOR class which
is the class with minor number of samples, about 8% both in training and test
sets. Our model did not include any mechanism to handle the imbalanced class
problem. Note that the official evaluation measure do not take into account the
NONE class in which we obtained the best results.
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The results for Gender detection subtask, including confidence intervals, are
shown in Table 6.

Table 6. Results for the Gender detection subtask.

System Accuracy (%)

Proposed system 81.03 ± 2.33

Best system at StanceCat[6] 68.55 ± 2.76

We improved by 12.48 points the best previous result reported to this task [6]
with the proposed architecture using one-hot vectors at character level as tweet
representation. This improvement is statistically significant at 95% of confidence.

5 Conclusions and Future Work

In this paper, we presented a deep learning system for the Gender and Stance de-
tection in Twitter. We explored different representation of the tweets -embeddings
and one-hot vectors at character level- and an architecture that assembles CNN
and LSTM neural networks.

We tested our approach in the Stance and Gender Detection in Tweets on
Catalan Independence track at Ibereval 2017 workshop. With the proposed ap-
proach, we achieved state-of-the-art results for the Stance detection subtask and
the best results published until now for the Gender detection subtask.

As future work, we plan to carry out a study of the obtained results. With
this study, we will try to answer questions such as, why representations at the
character level are more relevant than those based on embeddings for the ad-
dressed tasks? We want to work in the development of techniques to handle the
imbalanced classes, which has proved to be a very important problem in the
Stance detection task.

We also plan to work with the subset of the corpus written in Catalan to
verify the usefulness of the proposed system.
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